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Abstract

To evaluate the aggregate risk in a financial or insurance portfolio, a risk analyst has to calculate the
distribution function of a sum of random variables. As the individual risk factors are often positively
dependent, the classical convolution technique will not be sufficient. On the other hand, assuming
a comonotonic dependence structure will likely overrate the real aggregate risk. In order to choose
between both approximations, or perhaps use a weighted average, we should have an indication on
the accuracy. Clearly this accuracy will depend on the copula between the individual risk factors, but
it is also influenced by the marginal distributions. In this paper we introduce a multivariate depen-
dence measure that takes both aspects into account. This new measure differs from other multivari-
ate dependence measures, as it focuses on the aggregate risk rather than on the copula or the joint
distribution function itself. We prove several interesting properties of this new measure and discuss
its relation to other dependence measures. We also give some comments on the estimation and con-
clude with examples and numerical results.

Keywords: comonotonic copula, independence, aggregate distribution, concordance order, positive
quadrant dependence



1 Introduction

When evaluating the risk exposure of a financial or insurance portfolio, the risk analyst has to evaluate
a sum of random variables. Consider a portfolio X consisting of d risk factors Xi, X»,..., X4, then
the aggregate risk is S = Xj + X +--- + X;. To determine the distribution of this aggregate risk, we
have to know the joint distribution Fx of (X3, X>,..., X;). In practice however this often turns out
to be very difficult. Modeling the marginal distributions of X; is quite a common task, but finding
the appropriate copula between the X; is much less straightforward. Moreover the calculation of
the aggregate distribution involves a d-dimensional integral, which is not very appealing for high-
dimensional portfolios.

One way to tackle this problem is to simply neglect the dependence and assume that the risks are
independent. Let X* = (Xj, X3,..., X7) be a random vector with the same marginal distributions as
X but with independent components, i.e. X has cumulative distribution

Fx1(x) = Fx, (x1)Fx, (x2) ... Fx,(xq).

The distribution of S* = Xll + X2L +o+ X j can be obtained by the well-known convolution technique
or, for some specific marginal distributions, by the recursion formulas in Panjer (1981) and others.
Obviously, neglecting the (usually positive) dependence, we might underrate the aggregate risk as S*
will usually have a smaller variance. Note however that E[S] = E[S*], as X and X~ belong to the same
Fréchet class.

Alternatively, one might consider the strongest positive dependence and assume that the risks are
comonotonic. Let X¢ = (X C,XZC V. .,X;) be a random vector with the same marginal distributions as
X but with comonotonic components, i.e. X¢ has cumulative distribution

Fxc(x) = min{Fx, (x1), Fx, (x2), ..., Fx, (xq)}

or, equivalently,
X¢ =4 (Fx!(U),Fy(U),...,Fx | (U)), U~U(O,1)

where =, denotes equality in distribution. The distribution function of §¢ = X{ + X5 +---+ X can be
obtained by inverting the quantile function, which in turn equals the sum of the marginal quantile
functions F )_(,-1' Dhaene et al. (2002a) show that S is smaller in convex order than S¢ (written S <., S°),
ie.

E[v(S)] < E[v(S9)]

for all real convex functions v, provided the expectations exist. This implies that S¢ has heavier tails
than S and Var[S¢] = Var[S], so the aggregate risk will likely be overrated. Note that X and X° also
belong to the same Fréchet class, so E[S] = E[S°].

In order to choose between both approximations, or perhaps use a weighted average, we should have
an indication on the accuracy. Clearly this accuracy will depend on the copula of X, but itis also influ-
enced by the marginal distributions. In this paper we introduce a multivariate dependence measure
that takes both aspects into account. This new measure differs from other multivariate dependence
measures in e.g. Wolff (1980), Ferndndez Ferndndez and Gonzdalez-Barrios (2004), Taylor (2007), Be-
hboodian et al. (2007), Schmid and Schmidt (2007) or Koch and De Schepper (2011), as it focuses on
the aggregate risk S rather than on the copula or the joint distribution function of X. In a finance
context, it can be translated into a measure for herd behavior, see Dhaene et al. (2012).

In the following section we introduce the new multivariate dependence measure and prove several in-
teresting properties. We also discuss its relation to the classical Pearson correlation and the comono-
tonicity coefficient of Koch and De Schepper (2011). In section 3 we give some comments on the
estimation and section 4 concludes with examples and numerical results.



2 Definition and properties

Most of the multivariate dependence measures proposed in literature are written directly in terms of
the copula or the joint distribution function of X. Keeping the aggregate risk in mind, we propose
to measure the dependence in X indirectly through the distribution of the sum S of its components.
More specifically, we will focus on the variance of S. As convex order implies ordered variances, we
have that Var(S) < Var(S°). This suggests the following multivariate dependence measure.

Definition 2.1 The dependence measure p, of a random vector X with non-degenerate margins is
defined as

d
Cov(X;, X;)
Var(S) —Var($t) z:zlqu !

Var(S¢) —Var(St) d
2 2 Cov(X{, X7)

i=1j<i

pc(X) =

(1

provided the covariances exist.

The first expression in (1) has a similar structure as the multivariate dependence measures p, in Wolff
(1980) and « in Koch and De Schepper (2011). Both measures are also centered around the indepen-
dent vector and normalized with respect to the comonotonic vector. From the second expression we
see that p. can be interpreted as a normalized average of bivariate covariances.

The condition of non-degenerate margins ensures that the denominator in (1) is non-zero. Before we
prove this assertion, we extend a result of Luan (2001) for positive random variables to real-valued
random variables. The proof in Luan (2001) relies on the assumption that X and Y are bounded from
below, so we give a somewhat different proof.

Lemma 2.2 Two random variables X and Y are both independent and comonotonic if and only if at
least one of them is degenerate.

Proof. First, assume that Y is degenerate with value a,i.e. P(Y = a) =1 and P(Y # a) = 0. Then,

0
Fxy(x,»)=P(X<x,Y<y)= { et ii Z
and
mi 0
in (Fx (x), Fy (y)) = Fx(x)Fy (y) :{ Fx(x) iiz

so X and Y are both independent and comonotonic.

Conversely, assume that X and Y are both independent and comonotonic. Without loss of generality,
assume that X is non-degenerate. Hence, there is a least one value x for which 0 < Fx(x) < 1. Since X
and Y are independent and comonotonic, we have

Fx,y(x,y) =min (Fx(x), Fy () = Fx(x)Fy(y), VYx,y

For fixed x with 0 < Fx(x) < 1, Fy(y) < Fx(x) then implies Fy(y) = Fx(x)Fy(y) and thus Fy(y) =0
because Fx(x) # 1. On the other hand, Fy (y) > Fx(x) implies Fx(x) = Fx(x)Fy(y) and thus Fy(y) =1,
because Fx(x) # 0. The third case Fy(y) = Fx(x) would imply Fx(x) = (Fx (x))? which contradicts
0 < Fx(x) < 1. Consequently, Fy(y) is either 0 or 1 and thus Y is a degenerate random variable. O

We also need the notion of positive quadrant dependence, see e.g. Lehmann (1966).



Definition 2.3 A random couple (X, Y) is said to be positively quadrant dependent (PQD) if
PX=x,Y<y)zP(X=x)P(Y=y), forallyx,y,
Theorem 2.4 For any random vector X = (X3, X»..., X,;), the following expressions are equivalent:
W) X{+X5+.. + XS =g X{ + X5 +...+ X
(ii) Var(X{+X5+...+X5) =Var(Xi"+ X5 +...+ X7)
(iii) Atleast d — 1 marginal variables X; are degenerate.

Proof. The proofs of (i) = (ii) and (iii) = (ii) are straightforward.

(ii) = (i): Dhaene et al. (2002a) show that X =; Y if and only if X <. Y and Var(X) = Var(Y) so it
suffices to note that Xj- + X5 +...+ X7 <cy X{ + X{ +...+ X{.

(ii) = (iii): we know from Hoeffding (1940), see also Lehmann (1966), that for any two random vari-
ables X and Y with joint distribution function Fx y and marginal distribution functions Fx and Fy,

Cov(X,Y) = f f Fx,y(x,y)—Fx(x)Fx(y)dxdy. 2)

This implies that Cov(Xil,le) < Cov(Xl.C, X]?), Vi, j. Since

i i Cov(X;, X7) = i i Cov(X¢, X¢)

i=1j=1 v i=1j=1 v
we have that Cov(X, X¢) = Cov(Xl.L,le) for all i and j, and thus Cov(X{,X{) =0 forall i # j. From
lemma 3 in Lehmann (1966) we know that random variables that are PQD and uncorrelated are in-
dependent. Clearly, the couple (XiC,X]?) is PQD, so Cov(Xl.C,X]?) = 0 implies that X7 and X ]C (i # j) are
both comonotonic and independent. Lemma 2.2 then ensures that if X; is non-degenerate for fixed
i, all X; with j # i are degenerate. O

Our new dependence measure has several interesting properties. For instance, it satisfies the axioms
of normalization, monotonicity, permutation invariance and duality in Taylor (2007). Before we dis-
cuss these properties, we recall the notion of concordance order, see e.g. Miiller and Scarsini (2000).

Definition 2.5 A random vector X = (X3, X»,...,X;) is said to be smaller than the random vector Y =
(Y1,Ys,...,Y;) in the concordance order, written X <. Y, if both

PXi<t,Xo<b,.,.Xgy<tg) <PY1=H,Yo<0b,....,Y;=<t,)

and
PXi>0,Xo>0,..,.Xg>t) <P(Y1>1,Yo>0,...,Y;> )

hold for all (1, t3, ..., t7) € RY.

Theorem 2.6 For any two random vectors X = (X1, Xo,...,Xy) and Y = (Y1, Y»,..., Y;), p. has the fol-
lowing properties:

(i) (normalization) If X has comonotonic components, then p.(X) = 1; if X has independent
components, then p.(X) =0.

(ii) (monotonicity) If X is smaller than Y in the concordance order, then p.(X) < p.(Y).



(iii) (permutation invariance) For any permutation (i, iz, ...,14) 0of (1,2,...,d), we have that p.(X;,, X,,..., X;,) =
pC(leXZI- I'Xd)

(IV) (duality) pC(_XI;_XZI---I_Xd) = pC(XI; XZ?"'I-Xd)'

Proof. The proofs of (i) and (iii) are straightforward.

(ii) Random vectors that are ordered in concordance order obviously have the same marginal distri-
butions. Consequently, (Xic, X ]?) and (Yi”, Y].C) have the same distribution and

d d
> 2 CoviXj, X)) =) ) Cov(Y/,Y))
i=1j<i i=1j<i
so p.(X) and p.(Y) have the same denominator. On the other hand, X <. Y implies that
FXi,Xj(ti» tj) < Fyl.,yj(ti, tj), 1< i,j <d, t;, tj eR.
Using (2) we then find that Cov(X;, X;) < Cov(Y;, Y;) forall i and j. Hence,
d d
Y ) Cov(X;, Xj)< ) ) Cov(Y;, Y))
i=1j<i i=1j<i
which concludes the proof.
(iv) Clearly, Cov(-X;, —X;) = Cov(X;, X;) for all i and j. For the comonotonic vector we find

Cov((-X)*, (- X))) = Cov(F_L (), Fk, (), U~UW©D

= Cov(-F5!(1-U),~F! - U))

= Cov(F! V), Fx! V), v~uU,1
= COV(XC Xc)
Hence,
d d
Y ) Cov(-X;,—X;) Y ) Cov(X;, X))
i=1j<i i=1j<i
pc(_XI)_XZ)-'-»_Xd): d =
Y ) Cov((-X) (-X)) ) Z 2 Cov(X, X?)
i=1j<i i=1j<i
which equals p.(Xj, X, ..., X;) by definition. O

Theorem 2.6(i) states that p. equals 1 if the components of X are maximally dependent. We can show
that the reverse implication also holds. Moreover, the value p. =1 is maximal.

Proposition 2.7 For any random vector X we have p.(X) < 1. If p.(X) =1, then X =4 X°.

Proof. From (2) and the fact that Fx y (x, y) < min(Fx (x), Fy (»)), Vx, y, it follows that
Cov(X, Y) <Cov(X¢ Y%

for any random couple (X, Y), with equality if and only if X and Y are comonotonic. Consequently,
Cov(X;, X;j) < Cov(Xl.C,X]?) for any (X;, X;) and equation (1) then implies that p.(X) < 1.

If p.(X) =1, then all Cov(X;, X;) must be equal to Cov(Xl.C, X]?) and thus (X;, X;) are comonotonic for
alli and j. From Theorem 4 in Dhaene et al. (2002a) we know that comonotonicity of a random vector
is equivalent with pairwise comonotonicity of its components, so X =; X°. O



The reverse implication for p. = 0 does not hold in general. Indeed, one can easily construct a non-
independent random vector for which p. = 0. Consider e.g. a multivariate normal vector (X3, X», X3)

with covariance matrix
1 -04 -04

-0.4 1 0.8
-04 0.8 1

The normally distributed variables X;, X, and X3 are clearly not independent and yet p. = 0 because
of the presence of both positive and negative dependence. In the following proposition, we exclude
the possibility of negative dependence by considering only random vectors that are pairwise PQD.
In this rather weak dependence structure all couples (X;, X;), 1 < i, j < d, are positively quadrant
dependent.

Proposition 2.8 For any pairwise PQD random vector X we have p.(X) = 0. If p.(X) =0, then all X;
and X; (i # j) are pairwise independent.

Proof. As each couple (Xj, X;) is PQD it follows from (2) that Cov(X;,X;) =0, 1 <i,j < d. Conse-
quently, p.(X) = 0 and if p.(X) = 0, then Cov(X;, X;) = 0 for all i # j. Lemma 3 in Lehmann (1966)
then ensures that all X; and X; (i # j) are independent. O

Note that for mutual independence one needs a stronger positive dependence notion. E.g. Joag-Dev
(1983) shows that pairwise independence implies mutual independence if X is associated or strongly
positively orthant dependent.

Next we study the relation of p. to the classical Pearson correlation r. Although widely used, this de-
pendence measure is often misinterpreted as it measures only linear dependence, see e.g. Embrechts
et al. (2002). Moreover, Shih and Huang (1992) have noticed that, unless the marginal distributions
of the two random variables can be different only in location or scale parameters, the range of r is
smaller than the usual reference interval [-1,1]. In the following proposition we show that p. for
d =2 is equal to the Pearson correlation r, but only when the marginal distributions allow for linear
dependence.

Proposition 2.9 For any random couple (X,Y) we have that p.(X,Y) = r(X,Y) if and only if the
marginal distributions differ only in location and/or scale parameters.

Proof. The couples (X,Y) and (X¢, Y°) have the same marginals, so

Cov(X,Y) r(X,Y)
pC(X) Y) = =
Cov(X¢, Y r(X6Y¢)

which equals r(X, Y) ifand only if 7 (X, Y°) = 1. Hence, Y° = aX°+ b with probability 1 for some con-
stants a > 0 and b € R, and thus F;'(p) = aF' (p) + b from which we can conclude that the marginal
distributions differ only in location and/or scale parameters. O

Vyncke (2004) gives several location/scale-families in this context, e.g. exponential, normal, Rayleigh,
Gumbel, Pareto (with fixed first parameter), etc. When the marginal distributions both belong to
one of these families, then p. equals the Pearson correlation r. On the other hand, two lognormal
variables with different parameters o; and o can not be linearly dependent, so p. will be larger than
r.

For d = 2 we can relate p. also to the comonotonicity coefficient of Koch and De Schepper (2011). In
essence, this multivariate dependence measure is defined as the ratio of the hypervolume between
Fx and Fy., and the hypervolume between Fxc and Fy..

Proposition 2.10 For any random couple (X, Y) we have p.(X,Y) =« (X, Y).



Proof. From the definition of p. and equation (2) we find that

Cov(X,Y) ffFx,Y(x»y)—Fx(x)Fy(y)dxdy
pe(X,Y) = ’ = —00J-c0
Cov

(X°,Y°) f f min (Fx (%), Fy () - Fx (x)Fy (y) dxdy

in which we recognize the comonotonicity coefficient x for d = 2. O

Koch and De Schepper (2011) show that, if the joint distribution X can be decomposed as a convex
combination of the independent cdf and the comonotonic cdf, x(X) is given by the weight of the
comonotonic part. The same result holds for p.(X).

Proposition 2.11 If the joint distribution function Fx of X, can be written as a convex combination
of Fxc and Fy.,i.e.
Fx(x)=aFx<(x)+(1-a)Fxi1(x), 0=a=<1Vx 3)

then p.(X)=«a

Proof. Setting all x; equal to co in (3), except x; and x;, shows that the same convex combination
holds for all bivariate marginal distributions, and hence

FXi,Xj (xi,xj) = aFle,X;(x,-,xj) +(1- a)FXiJ_'X]J._ (xi,xj), 0<sac<l (4)

= a (min(Fy, (x;), Fx;(x)) = Fx, (x;) Fx; (xj)) + Fx, (xi) Fx; (x) (5)

for all i, j and x;, x;. This implies that

f f Fx,x;(x,y) — Fx,(x)Fx,;(y)dxdy
i= 1]<1
pc(X):

QU

>z f f min(Fy, (x), Fx, () - Fx, () Fx, () dx dy

i=1j<i

d
ZZ f f a (min(Fy, (x), Fx, () - Fx, (x)Fx; (y)) dxdy
1j<i

ZZ f min(Fy, (x), Fx, (y)) — Fx, (X)Fx,(y) dxdy
i=1j<i

=«
O

Next we examine the effect of adding a variable X, to the random vector (X;, Xo,...,Xg). If X441
is independent of Xj, X»,..., X4, the total amount of dependence does not change. Hence, depen-
dence measures measuring the absolute amount of dependence should not change either, see e.g.
Fernédndez Ferndndez and Gonzdalez-Barrios (2004). On the other hand, when we take into account
the dimension of X, the relative amount of dependence obviously decreases by adding an indepen-
dent variable. This behavior is reflected in p..

Proposition 2.12 For any random vector (X3, X»,..., X;) and any random variable X, independent
of X1, Xo,..., X4, we have

lpc(X1, Xa,.., Xa)| 2 |0 (X1, X, o, Xa, Xai1)|



Proof. This follows immediately from

> Cov(Xg+1,X) =0

j<d+1
and
d+1
C Cc C C
> > Cov(X{,X}) 2 Z 2 Cov(X{, X{) >0
i=1j<i i=1j<i

3 Estimation

In this section we give some comments on the estimation of p. from a sample of X. This might be
used to estimate the dependence in a real-life dataset, but it provides also a computationally con-
venient way to calculate p. when the (co)variances are hard to find. In that case one could try to
generate a sample from X and estimate p. from that sample.

A straightforward way to estimate p. is to replace the variances in (1) by their sample version. Con-
sider a d-dimensional sample {(x;1,...,X;4)}i=1,. n, Of size n and denote

12
J'cj:—inj, j=1,...,d
niz1

Var(S) and Var(S+) can then be estimated by

1 n ) d 1 n )
—Z(Si—§) and Z—Z(xij—)'cj)
n=1iz n=1iz

j=1

respectively, since Var(S*) = 27:1 Var(X;).

For the estimation of Var(S¢) we need a sample of S¢ or, alternatively, of X¢. Dhaene et al. (2002a)
show that for any x and y in the range of a comonotonic vector either x < y or y < x holds. In other
words, all possible outcomes of X¢ are ordered componentwise. As X and X° also have the same
marginal distributions, we can easily turn the sample of X into a sample of X¢. Denoting the i-th
order statistic of X; by x;)j, we find the following sample of X°: {(x(j)1,..., X()a)}i=1,..,.n- Accordingly,
{X(i)1 +...+ X@i)a}i=1,.,n constitutes a sample of S°.

This sample also follows from the additivity of the quantile function for comonotonic variables

.....

Fg(p) = ZFX (p), pe(0,1)
] 1

0

Replacing the quantile function by its empirical counterpart and setting p = we find

1 (i-05) & . ,(i-05) & ,
S(i):FSC = FXj = X(i)j» i=1,...,n
= J




Since

iixm]— szz =

ll]l

:I»—'

Var(S°) can thus be estimated by

S5 S oo

Summarizing, we find the following estimator for p.:

gl g

j=1
Pc=

(6)

> l(i X(i)j = 5)2 - i (xi1j = %7)°

i=1

4 Examples

In this section we calculate p. for some specific random vectors. We start with a multivariate normal
distribution and compare p. with the particular case discussed in Koch and De Schepper (2011).

Example 4.1 Consider a random vector X following a multivariate normal distribution with parame-
ters E(X;) = u;, Var(X;) = a? and p(X;, Xj) = p;j. One can easily check that

d
YD 0ijoi0]

i=1j<i

pe(X) = ———— (@)

). ) 0i0]

i=1j<i

The dependence in X is clearly increasing in p;; and so does p.. We also observe that p. does not
depend on y;.

Koch and De Schepper (2011) discuss a random vector X with X; = 22:1 Zi where Z;. are i.i.d. stan-
dard normal variables. These independent increments Z; can be interpreted as the rates of return
on some investment over consecutive time periods [#;_1, t;]. The variables X; then give the accumu-
lated rates of return over the time periods [0, t;]. Although the increments Z; are independent, the
accumulated rates of return are clearly strongly dependent. It is straightforward to show that X has a
multivariate normal distribution with y; =0, U? =i and Cov(Xj, X;) = min(i, j). Hence,

d d
SYminGp 3oy

p (X) _ l—1]<l _ i=1 i=1 (8)
e T (a \* a4
3 Y] (Z \/f) -~y i
i=1j<i i=1 i=1

When we compute this formula for some values of d, we observe that the results completely coincide
with the numerical results in Koch and De Schepper (2011). Figure 1 also shows that p. increases with
d.

Next we study the dependence in a discounted discrete annuity as discussed in Dhaene et al. (2002b).



Example 4.2 Consider a series of deterministic payments a1, ay,..., a4 due at times 1,2,...,d respec-
tively. At time 0 we start with a provision V in order to be able to meet these future obligations. Sup-
pose that we invest this provision and that it generates a random (log)return Y; in the period [0, i].
The provision we need at time 0 is then given by

d d
= Z aje Vi= Z X
i=1 =

with X; = a;e~Yi. As in the previous example, we might assume that Y follows a multivariate normal
distribution with parameters E(Y;) = y;, Var(Y;) = 0? and p(Y;, Y;) = p;j. We then find

o2 o2
d J

ZZa a]e —Mi—Hjt 7’ T(epljalaj_l)

i=1j<i

pcX) = ) )

[0

d o2
Z Z ajaje —pi—pj+ 7’ 7] (esgn(aiaj)a,-aj _ 1)
i=1j<i

As a special case we consider the classic Black-Scholes model with Y; = ch:l Zi where the 7 are
independent N(u, o2) increments. The random vector Y then has a multivariate normal distribution
with parameters E(Y;) = ui, Var(Y;) = 0%i and Cov(Y;, Yj)= o?min(i, j). Hence, equation (9) becomes

i Z aiaje(—y+§)(i+j) (eazmin(i,j) _ 1)
peX) = — 1 (10)

d o®\(ipi ..
Z Z a,l,a,je(—#"'T)(l‘*']) (esgn(aiaj)azl] _ 1)

Using p.(X) we can assess the effect of the parameters on the dependence in this model. In figure 2
weset £t =0.05,0=02,a;=1(=1,...,d) and 2 < d < 50. The graph shows that p, first increases
with increasing dimension, but then slightly decreases from d = 8 on. Hence, we can expect the
comonotonic approximation to be less accurate for higher dimensions. Indeed, increasing the di-
mension in this case implies a longer time horizon and thus a weaker dependence between the ends
of the discounting process. Analogous to proposition 2.12, we can conclude that the relative amount
of dependence then decreases.

In figures 3 and 4 we fix d = 15 and change the drift y and the volatility o respectively. Using real-
istic parameter ranges, it appears that p. is still rather high but it decreases with increasing drift p.
Increasing the volatility o has a similar effect.
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Figure 1: Multivariate normal distribution with independent increments (effect of dimension)
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Figure 2: Lognormal discounting model for cash flows (effect of dimension)
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Figure 3: Lognormal discounting model for cash flows (effect of drift)
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Figure 4: Lognormal discounting model for cash flows (effect of volatility)
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